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 چکيده

داده مورد    یآورو جمع  گنالیس  یابیباز  /ی سازبه منظور فشرده  راًیاخ  میس  یفشرده در شبکه حسگر ب  یحسگر

  نی ا   یهامربوط به چالش  توانیرا م  میس  یروش فوق در شبکه حسگر ب  تیمحبوب  لیاستفاده قرارگرفته است. دل

و کاهش    یخود سبب کاهش توان مصرف   یبردارفشرده با نرخ اندک نمونه  ی حسگر  یتئور  رایدانست، ز  یتکنولوژ
  شود،ی طول عمر شبکه م  شیافزا  جهی نودها درنت  یمصرف   یامر موجب کاهش انرژ  نیکه ا  شودینرخ انتقال داده م

که نمونه یبردارنمونه دیجد  یالگو کی یتئور  نیا   یکارآمدتر از تئور  اریروش بس کیدر   گنالیس یهااست 

موردتوجه قرا گفته    اریبس  گنالیس  یبه لطف استفاده از تنک  یتازگبه  فشرده  یحسگر  شوند،یم  جادیا  ستیکوئینا

  ر ی گ چشم   شرفتیکوچک پ  -ابعاد  یبالا با بهره بردن از ساختارها   -حل مسائل مربوط به ابعاد  ریاخ  یهااست. در سال
استوار است   هیپا  نیابر    یکوچک دانست، تنک  -ساختار با ابعاد  یمدل برا  نیترساده  توانیرا م یداشته است. تنک

  ییاز توابع ابتدا  یتعداد کوچک  ازی خط  بیترک  کیصورت  به  توانیباشد( موردعلاقه را م  گنالیس  تواندی)م  ایکه اش

تر  بزرگ یاحتمالاً تابع  ایفرهنگ لغت   کی ایتر  ها مطلق به مجموعه بزرگداد که فرض شده است آن شینما

 .باشندیم

 .شبکه تیامن ،یفشردگ م،یس یب شبکه ،ینمونه بردار :يديکل واژگان
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  1 يريمحسن نص

 .ایران خبر، دانشگاه وتر،یکامپ یمهندس یکارشناس 1

 
 

 نام نویسنده مسئول:
 يريمحسن نص

Mohsen.nasiri23@gmail.com 

 

 حسگر فشرده در شبکه ينمونه بردار

 28/03/1404: دریافت تاریخ

 04/05/1404: پذیرش تاریخ
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 مقدمه
نویزهای قوی در محیط  تربزرگهای روش حسگری فشرده ولی این روش با  یتجذاببا وجود   شدن ابعاد مسئله و یا وجود 

نقطه نظر دقتبه مشکل برمی بازسازی سیگنال از دست  خورد و کارایی لازم از  های وفقی دهد، الگوریتمیمو کاهش خطای 

نمونه مقعر(  مانند الگوریتم  مدیدون الگوریتم حسگری  را  پذیری خود  )که وفق  مقعر  فشرده  که  یهنگامبرداری حسگری 
قطعات   آنکه در   هامجموعهی زیر بر روباشد، زیرا که با تمرکز قابل توجهی کاراتر می  طوربهشود  یری با نویز آلوده میگاندازه

ورد، به همین آیم به دستی غیر وفقی هاروشنسبت به   هایریگاندازهی در اندهیفزاحضور دارند دقت  Xسیگنال مورد علاقه  

غیروفقی را در فصل نتایج مورد آزمایش قرار   باشد بر ادعای ما   میادادهدلیل است که ما در دو فریم ورک وفقی و  تا شاهدی 
الگوریتم سنجش مقعر بر اساس تکنیک  غیر وفقی باشیم.های  وفق پذیر نسبت به روشهای  در مورد مزایای بکار گیری الگوریتم

یادگیری  می  Bayesianیادگیری   اطلاعات   Bayesianباشد و وجه درخشان روش  قبلی  یریگاندازه  واسطهبهاستفاده از  های 

برای   بعدی مییریگاندازهجهت هدایت ما  بعدی یمباشد که تلاش  های  ی حاوی اطلاعات  هانمونهیری  گاندازهکند در دور 

به بر رومفیدتر را کسب کند. این نتایج در عمل سنجش موجب سوق دادن تمرکز   شود که دارای های مییتموقعی منابع 
صورت شهودی عملکرد  شود؛ بهی که دارای این خصوصیت نیستند اجتناب میهامکانباشند و از یمقطعات بیشتری از سیگنال  

این   عملکردطلبد که تحلیل  یمی را  اگستردههای آمار یوابستگسازی آن یادهپباشد ولی  بسیار جالب می  Bayesianیادگیری 

همچنین از تجزیه و تحلیل عملکرد    Bayesianکند؛ سنجش مقعر علاوه بر استفاده از ایده سنجش وفق پذیر  یمروش را دشوار  
 برد.یمنظری نیز بهره 

توزیعی  اصلی یهاو ادغام آن با الگوریتم تجزیه و تحلیل مؤلفهمقعر تئوری حسگری    یریکارگبهتوان گفت ،می در نتیجه 

منجر می  [7,8]طبق مقاله  باعث افزایش طول    شوددر فریم ورک وفقی  یابد که خود  نودهای حسگر کاهش  نرخ انتقالات در 

علاوه بر این تئوریعمر شبکه حسگر می بازسازی )یعنی حسگری فشرده مقعر(  مذکور  شود،   را کاهش سیگنال نرخ خطای 
باعث می  دهدیم باشدکه  نویز نیز مقاوم  برابر  سیگنال با کیفیت مطلوبی دریافت شده و در  یکی از اصول اساسی در  .شود 

نیاز  های کند تعداد نمو نهمی باشد که بیانبرداری نایکوئیست میپردازش سیگنال که در قبل نیز ذکر شد قضیه نمونه مورد 

ای که طیف سیگنال مورد طول کوتاه ترین فاصله)  شودبرای بازسازی بدون خطای سیگنال به وسیله پهنای باند آن تعیین می
باشد(. نشان[  28,29]  نظریه حسگری فشردهاخیرا    بررسی در آن قرار داشته  شده است که  ها و دهد که سیگنالمی  مطرح 

شد، قابل بازسازی  می قبلا تصور  آنچه  تصویر با کیفیت بالا، با استفاده از تعداد داده)اندازه گیری(های خیلی کمتری نسبت به

سی از خود مهندعلوم کاربردی و های  زیادی در بعضی از رشتههای هستند. جالب است که حسگری فشرده ظرفیت ها و کاربرد

یا  دهد. از جمله ی این رشته ها آمار،نظریه اطلاعات،نظریه کدینگ و علوم نظری کامپیوتر است.به طور کلی تنکی )می نشان
علوم داشت است: تنکی روی تخمین ها تاثیردر حالت کلی تر قابلیت فشرده نقش مهمی در خیلی از  برای می سازی(  گذارد؛ 

به تنکی سیگنالی است که  آستانه گذاریهای  مثال، دقت تخمین با روش خواهیم تخمین بزنیم.تنکی  می  و انقباضی، وابسته 

تاثیرروی فشرده به عنوان مثال کدر تبدیلمی  سازی  خواهیم به رمز کنیم وابسته است و می  ، به تنکی سیگنالی کهیگذارد؛ 
جالب است که تنکی روی فرآیند اکتساب داده نیز تاثیر   [.30]همچنین تنکی روی کاهش ابعاد و مدل کردن کارا نیز اثر دارد 

به پروتکل و منجر  میهای  دارد  اکتساب داده  برای  روشکارا  حسگری فشرده  بیان داده های  شود.در واقع  برای  اقتصادی را 

های های معمول، دارای ساختاره چون سیگنالک. بدیهی ست  [31,32]کندمی  آنالوگ به فرم دیجیتالی که فشرده است پیشنهاد
به هستند،  قابل فشرده  صورت کاراخاصی  کمی  خطای  با درصد  مثال کدرو  برای  هستند؛  مثل  های  سازی  تبدیلی مدرن 

JPEG2000 ها دارای یک بیان تنک در یک پایه مشخص هستند، به  کنند که خیلی از این سیگنالمی از این حقیقت استفاده

نمونه همه ی  یا ارسهای جای  میاسیگنال ذخیره و  مطرح  این که"شود:ل کرد.حال یک سئوال اساسی  خیلی از   با وجود 

سازی هستند، چرا این همه برای اکتساب کامل داده تلاش کنیم در صورتی که خیلی از آنها قابل چشم ها قابل فشردهسیگنال
به به حذف دادهپوشی هستند و آیا راهی است که داده ها را از همان اول  کنیم که دیگر نیازی  های صورت فشرده استخراج 

نباشد؟  نمونه  اضافی  به آن  نیزحسگری فشرده که  به    دهد که این کار امکان پذیر است.می  گویند، نشانمی  برداری فشرده 
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کاربردی و های  های پردازش سیگنال، برنامهروشنی نشان داده شده که حسگری فشرده یک روش سریع وکارامد در الگوریتم
 باشد.تصویر برداری پزشکی، تشخیص چهره و غیره می نجوم، سایر علوم مختلف از جمله:

مجموعه نایکوئست، روش حسگری فشرده  حلبر خلاف الگوی سنتی  برای سیستمهای  ای از راه  غیر معین   هایتنک را 

نمونه ها نسبت به نرخ نمونهمی خطی که آورد و سپس آنرا با تعدادی از می برداری نایکوئست بدستتواند با تعداد کوچکی از 

با دقت بالای بازسازیمی الگوریتم که در ادامه شرحهای  خانواده برداری در چندین  کند. مشکل محدودیت در نمونهمی دهیم 
نمونه ها محدودیت   برای ضبط یا انتقال تعداد  به عنوان مثال، هنگامی دستگاهی  سناریو مختلف در دنیای واقعی وجود دارد؛ 

) مانند شبکه حسگر  تعبیه شده( یا اندازه گیری پر هزینه  های  تصویر برداری پزشکی و یا سیستمهای و سیستم بی سیمدارد 

لوژی با تکنیکبوده و یا ضبط کردن داده از طریقها کند است مانند رادیو  در این ؛   neutron scattering ها تصویر برداری 
های  ها در برخی از پایهکند. حسگری فشرده از تنکی سیگنالمی ای را تولیدامیدئار کنندههای مواقع، حسگری فشرده راه حل

 کند.می استفاده ها نسبت به دامنه اصلیو ناهمدوسی این اندازه گیری تبدیل

نمونه  فشرده ترکیبی از روش  نمونهبرداری و فشردهدر واقع حسگری  با حداقل  ممکن و حداکثر اطلاعات در های سازی 

نیازمند مورد سیگنال می نمونهاکتساب  باشد. این روش حذف  ها بوده و سپس حذف کردن و ذخیره سازی تعداد زیادی از 
مقدار حداقلیهای نمونه پردازش تصویر و جمع  باشند.می  که دارای  کاربرد مهمی در  فشرده همچنین دارای  آوری حسگری 

ها دنیای  باشد. بسیاری از کاربر دهای حسگری فشرده شاید به دلیل تنک بودن ذاتی بسیاری از سیگنالمی  های ژئو فیزیکداده

 باشد.، ویدو و امثال آنها می، تصویرصدا واقعی مانند

 شبکه حسگر بی سيم

آوری  حسگر بی سیم بزرگ شامل هزاران سنسور مستقر در بحث جمعهای  شبکههای  حسگر فشرده جایگاه خود را در کاربرد
آوری داده فشرده ، پیدا کرده است. این کاربرد ها از تکنیک جمع و نظارت بر محیط داده برای انجام وظایفی مانند زیر ساخت

(CDG  مانند هزینه ارتباطی بالا و مصرف انرژی یا ارسال  های  کند برای پالشمی کنند که کمکمی استفاده‘m’  اندازه گیری

نشان داده   6فائق آیم، این موضوع در شکل [  18]های از تمامی سنسورها به سینک و بازسازی داده از طریف این اندازه گیری

نرخ انتقالات و انرژی مصرفی را می  های رسالی را افزایشاگرچه، این روش در ابتدا تعدا سیگنال شده. دهد ولی در مجموع 
کاهشقبطور   𝑚دهد زیرا که می  ابل توجهی  ≪ 𝑛   که(   WSNدر اینجا تعداد کل سنسور ها در یک شبکه گسترده   nاست 

شمای را  [18]و همکاران در  13دهد. می باشد(، همچنین این نتایج موجب توازن بار شده که طول عمر شبکه را افزایشمی

با استفاده از این واقعیت که اختلالات در حوزه زمان تنک غیر طبیعی از سنسورهای  ند قرائتتوامی  پیشنهاد دادند که ها را 
بدهد.  هستند، تشخیص 

 
 فشرده آوری دادهو جمع آوری داده سادهجمع..1
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 برداري نایکوئيستقضيه نمونه

کرد  1949در سال   باند محدود زمان[ک41]شانون قضیه معروف خود را مطرح  متغیرکه بزرگترین مؤلفه -ه هر سیگنال 

باشد  ”n“فرکانسی آن  برداری در فواصل منظم زمانی، بازسازی شود. ثانیه نمونه  1/2nصورت کامل با حداقل تواند بهمی هرتز 
شود، سپس این نمونه  صورت ثابت با نرخ نایکویست ساخته مینمونه به  ”n“برداری سنتی، قبل از انتقال نمونههای در تکنیک

سازی خارج شده  ها از فشردهشود؛ در گیرنده نهایی نیز این دادهنمونه دیگر دور ریخته می  n-mنمونه فشرده شده و   "m"ها به  

گسترده  -باندهای سیستم  برداری شانون با ضحور و گسترشالگوی نمونه شود.پرداخته می  "m"نمونه داده از  "n"و به بازسازی  

دیجیتال نرخ داده بالا داری پیچیدگی  -به-آنالوگهای  باشد زیرا که: مبدلسیگنال بسیار پیچیده و پیاده سازی آن غیر عملی می
 نیاز به فضای ذخیره سازی گسترده ای دارند. محاسباتی زیاد و همچنین

 برداری ممکن است سوالاتی در ذهن شما به وجود آید:سی این الگور نمونهرپس از مرور و بر

نیاز به  • در حالی که فقط  انجام دهیم  برروی کل فضای داده  باید محاسبات را  نمونه برای مرحله انتقال    "m"چرا 
 باشد؟ می

 باشند؟ می ها در دنیای واقعی همیشه باند محدودآیا سیگنال •

پیدا کرد به ویژه اگر برای هر نمونه نیاز به سخت افزار سنسور جداگانه ای باشد؟   ”n“توان می نهوچگ •  نمونه موثر را 

 

 
 سازی در مقابل حسگری فشردهبرداری داده و فشردهروش سنتی نمونه( 1-2) شکل

 

ای از  ساخته شده است سهم گسترده  Donohoو    Candes،Tao،Rombergکه با مشارکت  [  12,13]  نظریه حسگری فشرده
آن   به شرح  آمده  مه در  اختصاص داده  به خود  پردازش سیگنال را  شکل  میادبیات  نشان دهنده الگوی [ 14]  1پردازیم؛ 

 باشد.برداری سنتی داده و حسگری فشرده مینمونه

 هاي بازگشتی آستانهالگوریتم

http://www.miej.ir/


 38 -18، ص 1404 تابستان، 42پژوهش در مدیریت و مهندسی صنایع، شماره 
ISSN: 2588-2791 

http://www.miej.ir 

 

های این باشد. برای الگوریتمسریعتر از حل مسئله بهینه سازی محدب می  CSبازگشتی برای مسئله بازیابی  های راه حل
یا سخت با شروع از اندازه گیری نرم  به سیگنال  های  کلاس، اندازه گیری ای فعلی به وسیله آستانه گذاری  نویز که با توجه 

 Message  [13]  پذیرد و الگوریتممی آید. آستانه گذاری تابع با توجه به تعداد تکرارها و مسئله پیش رو صورتمی تنک بدست

passing [MP]  های  های بازگشتی است، که در آن متغیرمهم ترین الگوریتم تغییر یافته از الگوریتم( اولیهmessages)    مربوط

نودهای اندازه )باشد نود در طرف دیگر می  m نود در یک طرف ) نودهای متغیر( و  nبه لبه گراف بین پایینی است که دارای  
 گیری(.

 
 های بازسازی حسگری فشرده و طبقه بندی هایشانالگوریتم

 

باشد.  توزیع شده میهای تکنیکاین رویکرد دارای مزایای زیادی مانند کاهش پیچیدگی محاسباتی و پیاده سازی اسان ان با  

های هستند که اخیرا در این حوزه پیشینهاد شده اند.که به زمان بازیابی نزدیک به خطی  الگوریتم  [14] تنک MP  ،MPبسط 
 اندازه گیری،دست یافته اند.   O(slog(n/s))تنها با استفاده از

 هاي حداقل سازي غير محدبالگوریتم

غیر بازیابی سیگنال  -روش  برای  بسیار کوچک به  های  از طریق اندازه گیری  CSمحدب یک تکنیک حداقل سازی محلی 
 باشد.می  PL  ،P<1با نرم  1Lوسیله جایگزینی نرم 

غیر پزشکی -بهینه سازی  برداری  و کاهش جریان داده مورد  حالت استناج شبکه   tomographyمحدب بیشتر در تصویر 

، الگوریتم    FOCUSS[9  ]:  های پیشنهادی زیادی از این تکنیک استفاده کرداند مانندگیرد. عمده الگوریتممی  استفاده قرار
 .باشدمی های یادگیری تنک بیزینالگوریتم و  re-weighted[20] بازگشتی حداقل مربعات

 Bregmanهاي بازگشتی الگوریتم

بدست    [22]  دهدمی ارائه  11این الگوریتم یک روش ساده و موثر را برای حل مسئله حداقل سازی   یک ایده جدید را برای 

اوردن راه حل دقیق مسائل محدودیت به وسیله راه حل بازگشتی دنباله ای نامتناهی از زیر مسائل که از طریق شمای بازگشتی  

برید روش بازگشتی با استفاده از فاصله  می بکار CS، ارائه شده است. هنگامی که این الگوریتم را برای مسئله   Bregmanمنظم 

در    Bregman منظم بدست  6یا  4ازیابی را  با سایر  می  تکرار  آید، سرعت محاسباتی این الگوریتم با مقایسه اختصاصی آن 
مورد نیاز  های  لیستی از پیچیدگی ها و حداقل اندازه گیری[  48] زیرشود. جدول  حاصل می  1های موجود در جدول الگوریتم

CS  نشان داده شده،   [23]را ببرای بازیابی الگوریتم ها ارائه کرده است.به عنوان مثال همچنان که درBP تواند یک بازیابی  می

با  بدست اورد. متعاقبا،   128را تنها با  35و سطح تنکی تا   N=256قابل اطمینان را  تواند می  ROMPو   OMPاندازه گیری 
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با اندازه تنکی تا    M,Nمشابه  های  بازیابی قابل اطمینان را  بدست اورد.کارایی    19برای سطح  با    BPرا  و   OMPدر مقایسه 
و تنکی   N=1000 , m=1000نشان داده شده که برای [2]باشد. اگرچه، در  مشتقات از دیدگاه اندازه گیری امیدوار کننده می

ثانیه    8تنها   OMPکند در حالی که برای همین مسئله ، می ثانیه برای بازسازی صرف  482زمان تقریبی    BP،    100سیگنال  

 کند.می زمان صرف

 های بازسازی حسگری فشردهمورد نیاز الگوریتمهای پیچیدگی و حداقل اندازه گیری

 الگوریتم ها پيچيدگی  (mحداقل اندازه گيري )
O(s log n) )3O(n BP [28],[36] 
O(s log n) O(smn) OMP [24],[33],[36] 
O(n log n) O(n log n) StOMP [34] 

n) 2O(s log O(smn) ROMP [33],[35] 
O(s log n) O(mn) CoSAMP [35] 

O(s log(n/s)) O(smn) Subspace pursuits [36] 
O(s log(n/s)) O(n log(n/s)) EMP [40] 
O(s log(n/s)) O(n log(n/s) logR) SMP [41] 
O(s log n) n) 2O(n log Belief propagation [43] 

n) 2O(s log s) 2n log 2O(s log Chaining pursuits [45] 
O(poly(s, log n)) O(s poly log(n)) HHS [46] 

 

 مروري بر کارهاي مربوطه

برداری معمولاً در برای استفاده از سیگنال آنالوگ در یک رایانه، ابتدا باید سیگنال توسط مبدل دیجیتال شود.نمونه (1
سازی و مدرج کردن. در مرحله گسسته سازی، فضای سیگنال )فضایی که سیگنال    شود : گسستهدو مرحله انجام می

به کلاس دارد(  آن وجود  همدر  می  های  با سیگنال  ارزافراز  با جایگزینی سیگنال اصلی  نیز  کردن  مدرج  و  شود 

های گسسته ترین مبحث در پردازش سیگنالمهم برداری راتوان نمونهمی  پذیرد.می  ارزانجامهم هایمتناظردرکلاس
ده  برداری شتوان از روی سیگنال نمونهکند که سیگنال را میشانون بیان می-برداری نایکوئیستنامید. قضیه نمونه

بازسازی کرد، اگر فرکانس نمونه برابر بالاترین مؤلفه فرکانسی سیگنال باشد. در به طور دقیق  برداری بزرگتر از دو 

 . [4] گیرندبرداری را بزرگتر از دو برابر پهنای باند لازم در نظر میعمل، غالباً فرکانس نمونه

سازی یا قابل فشرده  تنکها ذاتاً  داد که بسیار ی از سیگنالمعرفی شد که نشان می [6]و   [5] حسگری فشرده در (2
بهمی  هستند و نمادها در قالب یک ماتریس  توان آنها را  از  نرا دوباره  آنشان داد و سپس    تنکصورت مجموعه ای 

حسگری فشرده علاوه،  به  شود.گفته می توسط همین ماتریس کم حجم بازیابی کرد که به این تئوری حسگری فشرده

برابر نویهای جذاب دیگری همچون عمومیت، تحملخاصیت های در سال  را دارا است....  زپذیری خطا، مقاومت در 
مختلف  های  سازی و کدینگحسگر بی سیم با استفاده از ترکیب فشردههای  آوری سیگنال در شبکهاخیر موضوع جمع

های وابسته به هم در یک شبکه گسترده آوری دادهبسیار مورد توجه قرار گرفته یکی از اولین مطالعات مربوط به جمع

بین پهنای باند،[7]  باشدمستقر می تأخیر کدینگ و الگوریتم مسیریابی مستقر در شبکه    ، این مقاله نشانگر ارتباط 

از نظر ظرفیت    چند گامههای  کنند روش مذکور در شبکهمی  باشد. با فرض منظم بدون مشاهدات نویسندگان ادعامی
پذیر می های مسیریابی معمول که کارایی آنها اثبات شده و از باشد. اما در این مطالعه از الگوریتمانتقالات مقیاس 

اصلی پیشنهادی در بحث جمع و فشردهکد گشایی داده ها که وظیفه رله را دارند به عنوان اجزای  سازی داده آوری 

 استفاده شده است. 

کلاسیک در مد توزیع های  شامل همکاری میان سنسورها است برای پیاده سازی روش [8،9بعدی از جمله]های کار (3

بر مبنای تئوری حسگری فشردهو فشرده جدید برای سنجش توزیع شدههای  در روش  باشد.شده می توسعه  سازی 

سیگنال  سازی. حسگری فشرده در واقع یک روش فشرده[10،11]  اندیافته ها برای بسیار جدید که از ساختار ذاتی 

آنها استفادهفشرده کاربردمی  سازی  فشردههای  کند در اولین  شبکه[  12]  حسگری  بی سیم این های  در  حسگر 
پیشنهاد شد.مشکل این  برآورد کارایی انرژی در یک شبکه حسگر  تکنیک در یک شمای ارتباطی توزیع شده برای 

http://www.miej.ir/


 38 -18، ص 1404 تابستان، 42پژوهش در مدیریت و مهندسی صنایع، شماره 
ISSN: 2588-2791 

http://www.miej.ir 

 

به واسطه هر گره به نقطه جمعهای  روش این است که بسته به طور مستقیم  شوند که نیاز  می منتقل  آوری دادهداده 
 به همروند سازی در بین گره ها دارد.

کند  می  استفاده  توزیع-یک الگوریتم تشخیص خطا بر اساس حسگر فشرده پیشنهاد شد که از یک فاز پیش  [13]در  (4

  حسگر توزیع شدههای آوری داده در شبکهبه مشکل جمع [14]ولی از نظر تعداد انتقالات بسیار هزینه بر است. در 

پرداخته می برای جمعاز طریق مسیریابی چند گامه  و از تبدیل  شود در این روش از توپولوژی درخت  آوری داده 
 سازی استفاده شده است. برای فشرده موجک

بر معیار [15]  در   (5 نظارت موثر  بر شبکه پیشنهاد شده که هدف آن  نظارت  های یک برنامه کاربردی جالب برای 

 باشد. با مشاهده تنها یک زیر مجموعه می انتها به انتهاهای  ارتباطی مانند نرخ از دست دادن بسته و تاخیر در ارتباط

سازی در شبکه حسگر براساس تئوری حسگری فشرده ارائه شده  یک رویکرد کدینگ توزیع شده و فشرده [16] در (6

بازیابی داده در سینک شبکه   [17] است. در برای  فشرده  یک روش جدید برای تجمع داده و استفاده از حسگری 

براساس نوع داده دارد  تنکحسگر ارائه شده است که این روش بستگی زیادی به توپولوژی شبکه و تولید ماتریس 

 .صورت وفق پذیر برای انواع نوع داده ها پیاده سازی کردشود نتوان آنرا بهکه سبب می

  HDACSآوری داده داده با استفاده از حسگری فشرده به نام  به ارائه یک ساختار جدید سلسله مراتبی جمع  [18] در   (7

پرداخته شده است، در این مقاله ایده اصلی نویسنده استفاده از چندین مقدار استانه گذاری مبتنی بر سایز کلاستر 

بدست آوردن مقدار بهینه داده انتقالی میها در سطوح مختلف جمع داده برای  باشد. این امر موجب شده که  آوری 
نرخ انتقالات در شبکه و نیز پیچیدگی پردازش کاهش یابد، ولی   بیشتر گردد و همچنین  بهروری در مصرف انرژی 

 احتمالی بر داده انتقالی در نظر گرفته نشده است.های امکان نویزی بودن کانال و تاثیر خطا

پرداخته    WSNآوری داده به وسیله تئوری حسگری فشرده در نویسنده به ارائه یک شمای وفق پذیر جمع[  19] در (8
در درون بلاک داده حس شده پیاده سازی شده که  AR است. در مقاله مذکور از یک مدل کاهنده خودکار به نام

پذیر از ویژگی همبستگی محلی در داده حس شده استفاده بدست آوردن تنکی وفق  کند. در این تحقیق می  برای 

بازسازی شده در سینک به وسیله الگوریمداده گیرد که  می  ازسازی از نظر خطا مورد ازریابی قرارببازگشتی  های های 

های حس گردد، ولی در این مقاله وظیفه بازسازی دادهمی  با توجه به نوع داده حس شده تنظیمها یاین اندازه گیر
که در دنیای واقعی سبب سینک است  بر دوش  به دلیل واگذاری کامی  شده  طول عمر شبکه حسگر  های رگردد 

پیچیدگی متوسطی میهای  پیچیده به نود باشد  حسگر کاهش یابد؛ علاوه بر این روش پیشنهادی در مقاله نیز دارای 

 رعایت نگردیده. بی سیمو دقت الگوریتم ها با هم در شبکه حسگر  که در آن نکته سبک وزن بودن

نظر گرفته شده که برای این امر یک    ZigBeeبزرگ بر اساس    WSNیک شبکه   [20]  در (9 نظارت محیطی در  برای 

سازی به منظور افزایش طول عمر شبکه ارائه گردیده است. رویکر  الگوریتم جدید برای شبکه داخلی مبتنی بر فشرده

سازی و صورت خود مختار در باره شمای فشردهباشد زیرا که در آن هر نود بهارائه شده به طور کامل توزیه شده می

Forwarding کند. علاوه بر این نسخه پیشرفته  می  م گیرییمنتقل شده، تصمهای  خود جهت به حداقل رساندن بسته
 سازی استفادهالگوریتم مذکور نیز در همین مقاله معرفی گردیده که از آن برای محاشبه انرژی مصرفی در فشرده

با دادهمی جمعگردد. محقق مقاله را  یک شبکه  های  شده از  نشان داده که از   WSNآوری  بررسی کرده و  حقیقی 

پیدا کردن  می  الگوریتم پیشنهادی برای  و فشرده  Trade-offتوان  مصرفی در انتقال داده  داده بهینه انرژی  سازی 
 استفاده کرد.

باشد.  می بی سیمیکی از جدید ترین تحقیقات در زمینه وفق پذیری حسگری فشرده در شبکه حسگر   [21] مقاله (10

برداری ایراد گرفته و ذکر کرده که  قبلی به دلیل ثابت گرفتن نرخ نمونههای در این پژو هش نویسنده به تمامی کار

نمونه  WSNگردد تا  می  این عمل موجب برداری  قادر به ضبط تغییرات قابل توجه در هدف نباشد، مگر اینکه نرخ 
یابد که در غیر اینصورت موجب گردد کیقیت داده حس شده کاهش یابد. در مقاله مذکور پژو هشگر به  می افزایش 

باشد که برای نیل به این هدف رویکردی برداری میدنبال بالاترین کیفیت در داده حس شده با کم ترین نرخ نمونه
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ارائه کرده.   بی سیمبرداری در شبکه حسگر یعنی حسگری فشرده مبتنی بر مکانیزم زمان بندی نمونه  ACSبه نام 
ACS کند  می برداری را اندازه گیریبرداری مور نیاز برای کیفیت داده حس شده در هر پنجره نمونهحداقل نرخ نمونه

  trace-drivenتجربی مانند  های  کند، که این الگوریتم بر اساس ازمایشمی برداری را تنظیمو بر اساس آن نرخ نمونه

 برداری کم را بدست آورد.و تجزیه و تحلیل عددی توانسته کیقیت داده حس شده با نرخ نمونه

 

 نتایج
پیشنه با در تجزیه تحلیل ما فریم ورک   WNS-Control, Non-adaptive AAR-Frame) فریم ورک و الگوریتم  4ادی را 

Work،بازیابی و ( از نظر سرعت، پیچیدگی محاسباتی برداری صورت گرفته  که از آن مکان ها نمونههای موقعیت  میزان خطای 

کنیم؛ لازم به ذکر است که در این تجزیه تحلیل ها ما از سه شاخص اصلی برای درک بهتر کارایی فریم ورک خود می مقایسه

 استفاده کرده ایم که عبارتند از:

بسیاری از مقالات گذشته از جمله سری مقالات معروف MSE)1شاخص حداقل مربعات خطا(1  BSBL(: این شاخص در 
به   [98] پایان نامه خود  قرار گرفته، که ما نیز در  به مقیاس سیگنال مورد استقاده  بازیابی نسبت  برای تعیین میزان خطای 

 به شرح روبرو است: MSEشاخص  کنیم. فرمول محاسبهمی  همین شاخض استناد

 (4-1)                                              𝑀𝑆𝐸 = (
1

𝑛
) ||𝑠̂ − −𝑥||2

2 − 𝑥||2
2           

 باشد.می nبا مقیاس  xمجموع پشتیبان برآورده شده از سیگنال مورد علاقه  𝑠̂که در آن 

 

در مقابل گسترش ابعاد به شدت کاهش غیر وفقی فرایند  2کنیم که کارایی خطایبا مقایسه نتایج کل پلان ها مشاهده می

فریم ورک تا حد زیادی در سراسر پلان ها یکسان است. این نتایج مؤثربودن ایده    فریم ورک وفقییابد، در حالی که کارایی  می
 دهد.های مورد علاقه سیگنال نشان میرا در اکتساب بسیار دقیق مشاهدات از موقعیت  وفقی

 
 بررسی سرعت پردازش فریم ورک پیشنهادی از نظر زمان مصرفی -3

پیشنهادی ما حتی در مقیاس بسیار وسیع سیگنال یعنی   زیر  220همان طور که در شکل نیز نشان داده شده فریم ورک 

و سریع را  قرار دارد که بسیار چشمگیر می  6−10یک آستانه خاص یعنی  بسیار موثر،کارا،دقیق  نوید یک فریم ورک  باشد و 
 دهد.می برای بازیابی سیگنال

 
1 Mean Squared Error(MSE)  
2 error performance 
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 MSEبررسی میزان خطای بازیابی سیگنال با شاخص  -4

 

برای نظارت و جمع آوری دادهمقاله  در این  شبکه حسگر بی سیم ارائه کردیم، فریم ورک پیشنهادی های  ما فریم ورکی را 

کردیم    AAR-Frame Workما که آنرا   حسگری    ازنام گذاری  با ترکیب الگوریتم تحلیل  تئوری  فشرده  در حسگری  مقعر 

و نیز از الگوریتم بازسازی   استفاده کرده  یبه صورت وفق حسگر بی سیمشبکه های  برای اکتساب داده ای اصلی توزیعیمولفه
 ایم.  باشد بهره بردهمی موجود در دیتا بیسهای  دقیق و مرتبه اول برای بازسازی سیگنال که یک متد سریع،  NESTAسیگنال  
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